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ABSTRACT

Predictor-Corrector methods are one of the most studied variants of interior-point methods, being
Mehrotra’s predictor-corrector algorithm for Linear Programming [2] one of the most successfully
implemented, both in research works and commercial packages.
One way to advance in the investigation on interior-point methods is to obtain more efficient algo-
rithms. A manner of achieving this goal is to search for methods with better complexity results; this
is, methods with a lower upper bound on the time needed by an algorithm to solve a given instance.
Several researches have devoted their attention to the study of the complexity of Linear Program-
ming algorithms; namely, the works of Zhang e al. [3], [4], [5], [6], Dexter et al. [7] and Benhadid et
al. [8], that proved the polynomial complexity of some Linear Programming interior-point method
variants.
In [1], Bastos and Paixão presented some Linear Programming interior point approaches, directly
targeted to some linear allocation problems, specifically transportation and assignment, where the
special structure of the constraint matrix of these problems is used to simplify the computations.
The current work focus on one of these methodologies, namely the primal-dual predictor-corrector
one. In particular, a feasible variant of this algorithm, originally proposed for structured problems
such as transportation and assignment problems, is specifically adapted to use the infinity norm
neighborhood and, then, analyzed.
The infinity norm is an alternative to the 2-norm when computing the used neighborhood, as it is
more scalable and allows for greater flexibility in individual component deviations, particularly re-
garding computational efficiency and local accuracy, while the 2-norm can be excessively restrictive
in practice. Additionally, the infinity norm often defines a broader neighborhood, allowing the al-
gorithm to take longer steps without violating feasibility constraints, and, thus, progressing faster in
the initial iterations, particularly when still being far from optimality.
In this work, a complete theoretical analysis, that includes the derivation of step-size bounds, dual-
ity gap reduction, and the complexity bound is presented. It is demonstrated that the algorithm has
polynomial complexity and Q-linear convergence is proved. To achieve the main result, some ad-
ditional lemmas and propositions were developed and demonstrated. This process allowed to prove
that the algorithm with the infinity norm neighborhood has iteration complexity of O(n1/2 log( 1ε )).
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